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1

WIRELESS COMMUNICATION SYSTEM
WITH SIPTO CONTINUITY

BACKGROUND OF THE INVENTION

The present invention relates generally to wireless commu-
nication systems and, more particularly, to systems that pro-
vide continuity for SIPTO (Selective Internet Protocol Traffic
Offload).

Wireless communication systems, such as the 3" Genera-
tion system (3G) are well known. 3G has generally been
developed to support macro-cell mobile phone communica-
tions. Such macro-cells use high power base stations (referred
to as NodeBs) to communicate with wireless communication
units or ‘user equipments’ (UE) within a relatively large geo-
graphical coverage area. Typically, a UE communicates with
a Core Network (CN) of the 3G system via a Radio Network
Subsystem (RNS). A wireless communication system typi-
cally has many RNS, each having one or more cells to which
UEs may attach, and thereby connect to the network. UEs are
also capable of relocating from one cell’s coverage area to
that of another, neighbouring cell in a process known as
hand-over. Relocation may be initiated because the user of the
UE moves out of a source cell coverage area and into a target,
neighbour cell’s area. Alternatively, the UE may relocate to
another cell in order to access a service that is not available in
its current cell.

Communications systems and networks are developing
towards a broadband and mobile system. The 3G Partnership
Project has proposed a Long Term Evolution (LTE) solution,
namely, an Evolved Universal Mobile Telecommunication
System Territorial Radio Access Network, (E-UTRAN), fora
mobile access network, and a System Architecture Evolution
(SAE) solution, namely, an Evolved Packet Core (EPC), for a
mobile core network. An evolved packet system (EPS) net-
work provides only packet switching (PS) domain data access
s0 a voice service may be provided by a 3G Radio Access
Network (RAN) and circuit switched (CS) domain network.
UEs can access the EPC through the E-UTRAN. Generally,
the EPC is responsible for switching and routing data to and
from the Internet. Lower power (and therefore smaller cov-
erage area) cells are a recent development within the field of
wireless cellular communication systems. Such small cells
are effectively communication coverage areas supported by
low power base stations. A low power base station that sup-
ports asmall cell is often referred to as a Home Node B (HNB)
in 3G parlance or an Evolved Home Node B (HeNB) in LTE
parlance. These small cells are intended to augment the wide
area macro network and support communications to UEs in a
restricted, for example, indoor environment. An additional
benefit of small cells is that they can offload traffic from the
macro network, thereby freeing up valuable macro network
resources. Thus a HeNB may provide users with access to
LTE services over small service areas, such as homes or small
offices. The HeNB may be intended to connect to an opera-
tors’ core network by using, for example, public Internet
connections. This may be particularly useful in areas where
LTE may not have been deployed and/or legacy 3GPP radio
access technology (RAT) coverage may already exist. This
may also be useful in areas where LTE coverage may be faint
or non-existent for radio transmission problems that occur,
for example, while in an underground metro (subway) or a
shopping mall.

LTE networks are becoming more and more congested.
One known solution of reducing traffic in LTE networks is the
use of the so-called Selective IP (Internet Protocol) Traffic
Offload (SIPTO). SIPTO is a method of offloading traffic
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from a core network to a defined IP network. One known
system includes a local gateway (L-GW) that may be located
close to a HeNB and configured to perform IP traffic offload
based on an IP address destination. IP traffic may then go
through the L.-GW to the Internet via the user’s home network
rather than through the Operator’s Core Network. Local IP
Access (LIPA) is a method for providing access for IP-ca-
pable UEs that are connected via an HeNB for example, to
other IP capable entities in the same residential or enterprise
IP network. Traffic for LIPA typically does not traverse the
operator’s network except for accessing particular informa-
tion at the HeNB. These methods have their limitations. For
example, SIPTO does not specify how lawful interception of
traffic may be performed. Further, UE mobility, particularly
maintenance of a session when roaming, is not specified.
Therefore it would be advantageous to provide a system for
reducing core network traffic without the limitations of the
known systems.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention, together with objects and advantages
thereof, may best be understood by reference to the following
description of preferred embodiments together with the
accompanying drawings in which:

FIG. 1 is a simplified, schematic block diagram of a wire-
less communications system in accordance with a first
embodiment of the invention; and;

FIG. 2 is a simplified, schematic block diagram of a wire-
less communications system in accordance with a second
embodiment of the invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The detailed description set forth below in connection with
the appended drawings is intended as a description of pres-
ently preferred embodiments of the invention, and is not
intended to represent the only forms in which the present
invention may be practised. It is to be understood that the
same or equivalent functions may be accomplished by differ-
ent embodiments that are intended to be encompassed within
the spirit and scope of the invention. In the drawings, like
numerals are used to indicate like elements throughout. Fur-
thermore, terms “comprises,” “comprising,” or any other
variation thereof, are intended to cover a non-exclusive inclu-
sion, such that module, circuit, device components, structures
and method steps that comprises a list of elements or steps
does not include only those elements but may include other
elements or steps not expressly listed or inherent to such
module, circuit, device components or steps. An element or
step proceeded by “comprises . . . a” does not, without more
constraints, preclude the existence of additional identical ele-
ments or steps that comprises the element or step.

In one embodiment, the present invention provides a
method for communicating data packets between network
devices in a wireless communication system. The system
includes an open flow controller and a network element. The
network element includes an open flow switch having at least
one flow table. The method comprises: at the network ele-
ment, on receipt of a first packet from a wireless communi-
cation unit, sending said first packet to the open flow control-
ler in a message which includes an identifier; at the open flow
controller, returning the first packet to the network element
and sending a modification message to the network element
for creating a session in the flow table and for programming
the open flow switch with rules for forwarding packets to
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either a core network or a local network, and at the network
element, forwarding the first packet and subsequent packets
from the wireless communication unit in accordance with the
programmed rules. A flow table may have one or more flow
entries. In one embodiment, the network element is a Home
eNode B co-located with a Local Gateway.

In another embodiment, the present invention provides a
method for handing over a communications session with a
wireless communication unit from a first network element to
a second network element in a wireless communication sys-
tem, where the system includes an open flow controller. Each
of the first and second network elements includes an open
flow switch and an associated flow table. The method com-
prises sending from the open flow controller to each network
element, flow modification messages for modifying associ-
ated flow tables for diverting downlink traffic received at the
first network element and intended for the wireless commu-
nication unit to a tunnel existing between the first and second
network elements and for diverting downlink traffic received
by the second network element via the tunnel to the wireless
communication unit. In one embodiment, each network ele-
ment comprises a Home Node B collocated with a Local
Gateway. In one example embodiment, the tunnel is a secure
tunnel.

Preferably, two flow modification (FLOW MOD) mes-
sages are sent to each network element for each session, one
for forward and one for reverse flow. In one example, the
FLOW MOD messages also modify associated flow tables for
diverting uplink traffic received from the wireless communi-
cation unit at the second network element to the tunnel and
diverting uplink traffic received at the first network element
via the tunnel to a previously configured interface.

In one example of the invention, a local gateway L-GW,
co-located with a HeNB and with the support of an open flow
data path, provides SIPTO granularity at session/flow level in
order to achieve dynamic SIPTO by using open flow FLOW
MOD create, modify and delete commands. In one embodi-
ment, an Operator-controlled open flow controller is used to
manage and control sessions at the L.-GW. The invention
supports interception using a flow modification feature to
modify the existing flow in an open flow data path (or flow)
table that uses groups concept to output to more than one port
to achieve mirroring.

Advantageously, the invention supports a default dedicated
tunnel between Local gateways, thereby avoiding scalability
issues. A further advantage is that the invention can provide
session continuity when moving from one Local Gateway to
another Local Gateway in a handover process.

Referring now to FIG. 1, a wireless communications sys-
tem 100 in accordance with an embodiment of the present
invention is shown. A Core Network 101 routes traffic
between the Internet 102 and a wireless communication unit
(User Equipment) 103 via a security gateway (Security-GW)
104 and a network element 105. The Core Network 101 in this
example is an Evolved Packet Core and includes a Mobility
Management Enterprise (MME) 106, a Home Subscriber
Server (HSS) 107, a Serving Gateway (S-GW) 108 and a
Packet Gateway (P-GW) 109.

An open flow controller 110 is also provided and can
communicate with the network element 105 via the S-GW
108 and Security-GW 104. The open flow controller 110 can
also communicate with the MME 106. The open flow con-
troller 110 operates in accordance with the known open flow
protocol, which is a TCP/SSL based protocol between con-
trollers and switches (or routers). Generally speaking, such a
protocol gives access to the forwarding plane of a router over
a network. The network element 105 includes the function-
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ality of a node B and a local gateway. In this example, the
network element 105 comprises a Home eNode B (HeNB)
111 co-located with a Local Gateway (L-GW) 112. The wire-
less communication unit (or UE) 103 communicates with the
HeNB 111 over a radio interface. Therefore the UE 103 may
be configured to transmit and/or receive wireless signals and
may include, for example, a mobile station, a fixed or mobile
subscriber unit, a pager, a cellular telephone, a personal digi-
tal assistant (PDA), a smartphone, a laptop, a netbook, a
personal computer, a wireless sensor, consumer electronics,
and the like.

The L-GW 112 is provided with an open flow switch 113
and an associated flow table 114. In some embodiments,
several flow tables are provided. The open flow protocol
allows the open flow controller 110 to connect to the open
flow switch 113 in the L-GW 112 via a secure channel (or
tunnel). The flow table 114 typically contains flows. A flow
has a matching field that matches a flow in a data path. When
an incoming packet is received, a lookup for a matching flow
is made. If the packet matches a flow, the associated action
defined in the flow is performed on the packet. A typical flow
contains, for example, 5-tuple of a flow. Flow match struc-
tures enable the protocol to define criteria for matching to a
particular flow. The L-GW 112 is configured, under certain
conditions, to off-load traffic to the Internet 103 via a user’s
home network (on line 115) rather than allowing it to go
through the Core Network 101, in a manner similar to the
known SIPTO process. In one embodiment, the L-GW 112 is
also capable of supporting LIPA.

The invention allows a network operator to control sessions
in the [-GW 112 via the open flow controller 110 (for data
plane) using open flow/software defined networking.

In an example of operation, on start-up, the open flow
protocol establishes a session between the open flow control-
ler 110 and the HeNB 111 via the open flow switch 113. The
open flow controller 110 configures the pro-active flows in the
switch 113 and associated flow table 112 on successfully
establishing the connection. Once the open flow data path is
initialized in the HeNB 111, data packets may be received. A
first data packet of a sessionreceived from the UE 103 will not
find a flow match in the flow table 114, i.e., there will be a
table entry miss. As a result of this table entry miss, the L-GW
112 sends the first packet to the open flow controller 110 in a
PACKET-IN message that includes the ERABID (EUTRAN
Radio Access Bearer)/CorrelationID. On receiving the first
packet, the open flow controller 110 processes the packet for
the rules that match the CorellationID. For example, the flow
is offloaded based on the rules that have been communicated
and negotiated as part of NAS (Non-access stratum) and other
procedures on the first packet. If the packet matches any of the
rules, the controller 110 can use the CorrelationID for corre-
lating downlink packets with the UE 103. The controller 110
sends a modification message (FLOW-MOD) to the L-GW
112 to create a session (or a flow) in a flow table. Also the
controller 110 sends the first packet in a PACKET-OUT mes-
sage back to the L-GW 112 for forwarding to its destination.
Next, the controller 110 programs the switch 113 with the
necessary instructions and actions so the switch 113 can send
subsequent packets to either the Internet or forward them to
Local Networks (LIPA) or forward them to the Core Network
depending on the rules configured for the UE/ERABID/Cor-
relation]D. Hence, all subsequent packets that belong to the
same IP flow (from the same UE) will match the created flow
in the flow table and be forwarded appropriately based on the
flow information (or rules.)

Advantageously, a flow can be modified at any time in
order to mirror the session to another local gateway or core
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network element for interception purposes. For example,
every session that is created in [L.-GW 112 has an entry in the
controller 110 (in a local session database, for example).
When modifying the session for the purposes of interception,
the group objects in the flow send each packet to multiple
destinations and packets may be forwarded to the L-GW 112
to ensure session continuity and to the Core Network for
mirroring purposes.

The MME 106 knows whether LIPA/SIPTO can be applied
to the UE traffic and also is aware of the L-GW’s IP address
(sent in the Initial UE Context/Setup, ERABID/UE Context
allocated UE IP, and other relevant information. The MME
106 configures the relevant information in the controller 110
as part of the setting up the rules. This information can also be
used for mobility purposes. For example, the MME 106
informs the controller 110 of the UE S1 attach with PDP
context, L-GW IP, ERABID/CorrelationlD, TEIDs for LIPA
and SIPTO. This will be the context for the controller 110 to
match when managing subsequent sessions for that UE.

In some embodiments, the network element 105 is pro-
vided with the following capabilities: transference of the IP
address of the HeNB 111 over S1-MME to the Core Network
101 at every idle-to-active transition; transference of the 1P
address of the HeNB 111 over S1-MME to the Core Network
101 within every Uplink NAS Transport procedure; support
of the basic P-GW functions by the L-GW 112; buffering of
packets subsequent to the first packet; internal direct L-GW-
HeNB user plane management and in-sequence delivery of
packets to the UE 103; support of the necessary S5 proce-
dures; and transference of the “correlation id”

The UE 103 initiates a PDN (Packet Data Network) con-
nectivity request in order to establish a PDN connection with
the Core Network 101. A well-defined APN (Access Point
Name) or a special LIPA indication is included to indicate the
LIPA/SIPTO requirements. The S1-AP message that carries
the PDN (Packet Data Network) connectivity request
includes the following additional parameters: the L-GW IP
address assigned during establishment of the IPSec tunnel(s)
and the HeNB’s capability (or otherwise) to support LIPA/
SIPTO. The MME 106 then performs a LIPA/SIPTO autho-
risation of the UE to decide whether the UE is allowed to use
LIPA/SIPTO functions or not according to the UE subscrip-
tion data and the LIPA/SIPTO capability of the HeNB 111.
The LIPA/SIPTO subscription data may be per APN, per CSG
(Closed Subscriber Group) or both. The MME 106 rejects the
PDN connectivity request if the LIPA/SIPTO authorisation
fails. After a successful LIPA/SIPTO authorisation on the
other hand, the MME 106 uses the L.-GW address provided in
the S1-AP signalling to select the L-GW 112 collocated with
HeNB 111. It will be noted that if both LIPA and SIPTO are
to be supported a separate connection should be used for this
purpose.

Information related to default/table-miss behaviour or
treatment of a packet that does not have a flow match is stored
as a default/table-miss rule for a flow table in the switch 113.
open flow datapath will be initialized as part of the HeNB
initialisation. Once the datapath establishes a connection with
the controller 110, all flow tables will be initialized with
preconfigured flows (at the controller 110) that are meant for
the connected open flow datapath.

The L-GW 112 acts as an Open flow switch for the traffic
coming from the UE 103 as well as from the Internet 102. The
L-GW 112 will typically have proprietary vendor extensions
that help in applying the necessary instructions and actions
for creating, modifying or deleting a flow that outputs on the
desired interface. The L-GW 112 contains miss entries for all
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the required flow tables for guiding a packet in cases where
there is no flow match in a given flow table.

For a given session, the configuration set by the controller
110 in respect of the UE 103 will dictate whether a destination
is a local gateway or an Internet host that needs session
offload or an Internet host that needs to be reached through the
core network. All of the flows that are programmed are vali-
dated against rules in the controller 110 and a corresponding
Access Control Application constructs a flow (for creating in
the flow table) that is inserted through a FLOW MOD mes-
sage sent from the controller 110 to the switch 113.

The L-GW 112 acts as an open flow switch for SIPTO
traffic. In this case, the L-GW 112 creates two flows, one for
uplink and one for downlink, in the flow table 114. These two
entries guide a packet to the next node. If a packet is received
from the Internet, a flow match against the flow table provides
the required information concerning which radio service link
is to be used for onward transmission to the UE. If a packet is
received over the radio interface, a flow match for that packet
provides the information concerning over which interface the
packet needs to be sent out (e.g., Internet or tunnel). In this
case, the L-GW 112 maps the downlink traffic with session/
association and uses ERABID/TEID for correlation. This is
required for mapping downlink packets for forwarding to the
UE 103. If the radio resource is not available (i.e., the UE 102
is in IDLE mode), then the L-GW 112 sends a dummy packet
to the S-GW 108 to initiate paging on an L-S5 tunnel. Once
the RRC re-establishes the connection, the flow table can be
updated to map the UE 103 for the downlink traffic.

Modifying the session for interception is possible for
SIPTO traffic. The traffic can be mirrored and directed to the
core network for monitoring and auditing of the session in
order to take any necessary action on the flow.

Referring now to FIG. 2, a second example of a wireless
network 200 in accordance with the present invention is
shown. A Core Network 201 routes traffic between the Inter-
net 202 and a wireless communication unit (User Equipment)
203 via a security gateway (Sec-GW) 204 and one or another
of two network elements 205a and 2055. Initially, in one
example, the UE 203 is attached to a source network element
205q and is required to handover to a target network element
2055. The Core Network 201 in this example is an Evolved
Packet Core and includes a source Mobility Management
Enterprise (MME) 206a that is associated with the source
network element 205q and a target MME 2065, a Home
Subscriber Server (HSS) 207, a Serving Gateway (S-GW)
208 and a Packet Gateway (P-GW) 209. The source MME
206a and the target MME 2065 can communicate with one
another. In some embodiments, the source and target MMES
206 may be the same entity. An open flow controller 210 is
also provided and can communicate with the network ele-
ments 205a, 2055 via the S-GW 208 and Sec-GW 204. The
controller 210 can also communicate with each MME 206.
The controller 210 may have the capabilities of the open flow
controller 110 described with reference to FIG. 1 and may
send modification messages for modifying flow tables
included in each of the source and target network elements
205. Each network element 205a, 2055 includes the function-
ality of a Home enode B and a local gateway. In this example,
each network element 2054, 2055 comprises a Home eNode
B (HeNB) 2114, 2115, respectively co-located with a Local
Gateway (L-GW) 212a, 2126.

Each L-GW 212a, 2125 is provided with (or in some
embodiments, may actually comprise) an open flow switch
213a,2135. Associated with each switch 2134, 2135 is a flow
table, 214a, 2145, respectively. In some embodiments, more
than one flow table in each L-GW 212 is provided. The
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L-GWs 212a, 2125 may operate in a similar fashion to the
switch-and-table-based processing methods described with
reference to the wireless communication network of FIG. 1.
Traffic may be off-loaded from either the source network
element 205a or the target network element 2056 on lines
215a and 2155 respectively. A secure tunnel (IPSec) 216 is
established between the source and target network elements
2054, 2055. Such a secure tunnel 216 is, in one embodiment,
pre-configured for use in handover situations.

A process for handover of the UE 203 from the source
network element 205a to the target network element 2056
while maintaining SIPTO continuity will now be described. It
will be noted that SIPTO session continuity can be achieved
when the source L-GW 2124 becomes an anchor for the
sessions that support continuity. In order to achieve this, NAT
(Network Address Translation) is used at the source network
element 2054, i.e., the uplink traffic is “NATed” at the source
network element 2054 and all the downlink traffic at the
source network element 2054 is reverse “NATed” in order to
send packets back to the originating entity. In one example,
packets may be sent back to a UE or in another example, to the
target network element by way of the secure tunnel 216.

The invention provides a way of maintaining session con-
tinuity during a handover process. Conventional handover
initiation and execution processes can be used with the fol-
lowing modifications. During the handover procedure, mul-
tiple FLOW-MOD messages are sent from the controller 210
to the source and target network elements 2054 and 2055 in
order to achieve continuity of an active session. The conven-
tional “S1AP Path Switch Request” sent from the target
HeNB 2115 to the target MME 2065 to switch the path from
the source HeNB 2114 to the target HeNB 2115 results in the
target MME 2065 instructing an Open Flow Controller Appli-
cation in the controller 210 to configure the necessary flow
modifications for the handover. In this embodiment, flows are
available in the flow table 2144 of the source network element
205a for enabling both uplink and downlink traffic to pass
between the UE 203 and the Internet 202. When a handover is
initiated at the source network element 2054, a FLOW MOD
message is sent from the controller 210, which changes the
flow for the downlink traffic in the following manner.
Whereas a previous flow would have provided the necessary
information for radio processing, after receipt of the FLOW
MOD message, all downlink traffic is diverted to the secure
IPSec tunnel 216 and thence to the target network element
2055. The FLOW MOD message changes the flow for uplink
traffic in the following manner. At the source network element
205a, for uplink traffic, the flow is modified to receive a
packet from the secure tunnel 216 and to “de-tunnel” the
packet for sending out to a previously configured output
interface, e.g., the Internet 202. To achieve this functionality,
proprietary vendor extensions can be introduced.

During the handover and once the target network element
2055 has accepted the handover, for the active sessions, the
controller 210 sends a FLOW MOD message to the target
network element 2055 in order to create two flow entries (for
uplink and downlink traffic). For the downlink traffic, the
target network element 2055 receives the traffic from the
secure tunnel 216 and “de-tunnels” the packets and performs
aflow match in the flow table 2145. On matching the flow, the
relevant instructions are applied and the associated action is
performed in order to send the packet onward for radio pro-
cessing. For the uplink traffic, once a packet is received over
the radio interface, it is matched against the flow table entries.
The resulting flow entry guides the packet so that it is sent
through the secure tunnel 216 to reach the source network
element 205a for sending the packet out to the Internet 202. It
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should be noted that this procedure is particularly applicable
to anactive session. New sessions may be processed along the
lines described with reference to FIG. 1.

Once the target network element 2055 is ready to offer
service to the UE 203, the UE 203 needs to synchronize
uplink and downlink channels in order to establish Radio
Resource with the target network element 20556 and re-estab-
lish the PDN connection with new network elements. Once
the handover command is received from the source MME
206a at the source network element 205q, all subsequent
traffic related to the UE 203 will be sent to the target network
element 2055, which will buffer the traffic until the UE 203
confirms the handover to the target network element 2055.
This buffered data can be transferred sequentially to the UE
203 once the handover is confirmed, and all subsequent pack-
ets can be sent directly to the UE 203 without buffering.

The functional components of the network elements may
be implemented in one or more integrated circuits. An inte-
grated circuit device may comprise one or more dies in a
single package with electronic components provided on the
dies that form modules and which are connectable to other
components outside the package through suitable connec-
tions such as pins of the package and bond wires between the
pins and the dies.

In other embodiments, the functionality of the network
elements, particularly the open flow switch and flow table
management may be achieved using computing systems or
architectures known to those who are skilled in the relevant
art. Computing systems such as, a desktop, laptop or note-
book computer, hand-held computing device (PDA, cell
phone, palmtop, etc.), mainframe, server, client, or any other
type of special or general purpose computing device as may
be desirable or appropriate for a given application or environ-
ment can be used. The computing system can include one or
more processors that can be implemented using a general or
special-purpose processing engine such as, for example, a
microprocessor, microcontroller or other control module.

The computing system can also include a main memory,
such as random access memory (RAM) or other dynamic
memory, for storing information and instructions to be
executed by a processor. Such a main memory also may be
used for storing temporary variables or other intermediate
information during execution of instructions to be executed
by the processor. The computing system may likewise include
a read only memory (ROM) or other static storage device for
storing static information and instructions for a processor.

The computing system may also include an information
storage system that may include, for example, a media drive
and a removable storage interface. The media drive may
include a drive or other mechanism to support fixed or remov-
able storage media, such as a hard disk drive, a floppy disk
drive, a magnetic tape drive, an optical disk drive, a compact
disc (CD) or digital video drive (DVD) read or write drive (R
or RW), or other removable or fixed media drive. Storage
media may include, for example, a hard disk, optical disk, CD
or DVD, or other fixed or removable medium that is read by
and written to by media drive. The storage media may include
a computer-readable storage medium having particular com-
puter software or data stored therein.

In alternative embodiments, an information storage system
may include other similar components for allowing computer
programs or other instructions or data to be loaded into the
computing system. Such components may include, for
example, a removable storage unit and an interface, such as a
program cartridge and cartridge interface, a removable
memory (for example, a flash memory or other removable
memory module) and memory slot, and other removable stor-
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age units and interfaces that allow software and data to be
transferred from the removable storage unit to computing
system.

The computing system can also include a communications
interface. Such a communications interface can be used to
allow software and data to be transferred between a comput-
ing system and external devices. Examples of communica-
tions interfaces can include a modem, a network interface
(such as an Ethernet or other NIC card), a communications
port (such as for example, a universal serial bus (USB) port),
a PCMCIA slot and card, etc. Software and data transferred
via a communications interface are in the form of signals
which can be electronic, electromagnetic, and optical or other
signals capable of being received by a communications inter-
face medium.

In this document, the terms ‘computer program product’,
‘computer-readable medium’ non-transitory computer-read-
able medium' and the like may be used generally to refer to
tangible media such as, for example, a memory, storage
device, or storage unit. These and other forms of computer-
readable media may store one or more instructions for use by
the processor comprising the computer system to cause the
processor to perform specified operations. Such instructions,
generally referred to as ‘computer program code’ (which may
be grouped in the form of computer programs or other group-
ings), when executed, enable the computing system to per-
form functions of embodiments ofthe present invention. Note
that the code may directly cause a processor to perform speci-
fied operations, be compiled to do so, and/or be combined
with other software, hardware, and/or firmware elements
(e.g., libraries for performing standard functions).

In an embodiment where the elements are implemented
using software, the software may be stored in a computer-
readable medium and loaded into computing system using,
for example, removable storage drive. A control module (in
this example, software instructions or executable computer
program code), when executed by the processor in the com-
puter system, causes a processor to perform the functions of
the invention as described herein.

Furthermore, the inventive concept can be applied to any
circuit for performing a function within a network element. It
is further envisaged that, for example, a semiconductor manu-
facturer may employ the inventive concept in a design of a
stand-alone device, such as a microcontroller of a digital
signal processor (DSP), or application-specific integrated cir-
cuit (ASIC) and/or any other sub-system elements.

Aspects of the invention may be implemented in any suit-
able form including hardware, software, firmware or any
combination of these. The invention may optionally be imple-
mented, at least partly, as computer software running on one
or more data processors and/or digital signal processors or
configurable module components such as FPGA devices.
Thus, the elements and components of an embodiment of the
invention may be physically, functionally and logically
implemented in any suitable way. Indeed, the functionality
may be implemented in a single unit, in a plurality of units or
as part of other functional units.

Furthermore, the order of features in the claims does not
imply any specific order in which the features must be per-
formed and in particular the order of individual steps in a
method claim does not imply that the steps must be performed
in this order. Rather, the steps may be performed in any
suitable order.
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The description of the preferred embodiments of the
present invention has been presented for purposes of illustra-
tion and description, but is not intended to be exhaustive or to
limit the invention to the forms disclosed. It will be appreci-
ated by those skilled in the art that changes could be made to
the embodiments described above without departing from the
broad inventive concept thereof. It is understood, therefore,
that this invention is not limited to the particular embodiment
disclosed, but covers modifications within the spirit and
scope of the present invention as defined by the appended
claims.

The invention claimed is:

1. A method for communicating data packets between net-
work devices in a wireless communication system, wherein
the system comprises an open flow controller and a network
element, wherein the network element comprises an open
flow switch including at least one flow table, the method
comprising:

at the network element, on receipt of a first data packet

from a wireless communication unit, sending the first
data packet to the open flow controller in a message that
includes an identifier;

at the open flow controller, processing the first data packet

with rules that match the identifier, returning the first
data packet to the network element and sending a modi-
fication message to the network element for creating a
session in a flow table and for programming the open
flow switch with the rules for forwarding packets to
either a core network or a local network; and

atthe network element, forwarding the first data packet and

subsequent packets from the wireless communication
unit in accordance with the programmed rules.

2. The method of claim 1, further comprising configuring
pro-active flows in the open flow switch.

3. The method of claim 1, further comprising:

at the network element, receiving a subsequent packet;

searching for a matching flow in the flow table; and

if a matching flow is found, performing an associated

action defined in the found matching flow on the
received subsequent packet.

4. The method of claim 1, wherein said identifier comprises
an EUTRAN RAB (radio access bearer) ID.

5. The method of claim 1, wherein the open flow controller
sends a further modification message to the network element
for mirroring a session to a further network element for inter-
ception purposes.

6. The method of claim 5, further comprising forwarding
packets back to the network element to ensure session conti-
nuity.

7. The method of claim 1, wherein a MME (mobility man-
agement entity) configures the open flow controller with
mobility information parameters.

8. The method of claim 7, wherein the mobility information
parameters include at least one of: whether LIPA or SIPTO
can be applied to traffic associated with a particular wireless
communication unit; a network element IP address; and a
wireless communication unit S1 attach, EURABID, TEID.

9. The method of claim 1, further comprising:

at the network element, buffering data packets received

subsequent to the first packet.
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